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Agenda

1. Feature selection via machine learning methods

2. Quantifying uncertainty via knockoffs

3. Adapt the methods to identify predictive biomarkers

4. Case study in psoriatic arthritis trials 
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Feature selection 
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Typical scenario that we focus on...

Very few examples, very many features.

Only a subset of features actually influence the phenotype.

lots of gene expression measurements

few 
patients

medical 
outcome

Typical scenario that we focus on...

Very few examples, very many features.

Only a subset of features actually influence the phenotype.

• One response Y: e.g. disease progression/status

• Thousands of variables X: e.g. genotype information, digital sensors ...

Only a subset of features actually 
influences the outcome.

https://www.nature.com/articles/d42473-019-00412-0

Important in healthcare, 
i.e. identify prognostic biomarkers



𝑋1 𝑋2 𝑋3 𝑋4 𝑋5 𝑋6 𝑋7 … 𝑋𝑝

Feature selection
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Target variableFeatures

𝑌 A feature is of interest (relevant) if: 

𝑝 target feature, other_features ≠
𝑝 target other_features

The optimal set 𝒮 ∈ 𝑋1, … , 𝑋𝑝 :

𝑌 ⊥ ҧ𝒮| 𝒮

• Actual set of relevant features      𝒮 = {𝑋1 , 𝑋4, 𝑋6, 𝑋𝑝}

• Predicted set of relevant features መ𝒮 = {𝑋1 , 𝑋4, 𝑋6, 𝑋𝑝, 𝑋2}

𝑋2 is a false discovery finding - the false discovery proportion is 1 out of 5 (20%)



Feature selection
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ML model

Random 

forest

Gradient 

boosted 

trees

(Deep)

neural

networks

LASSO

Target variableFeatures

𝑋1 𝑋2 𝑋3 𝑋4 𝑋5 𝑋6 𝑋7 … 𝑋𝑝 𝑌



Feature selection
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Basophils (absolute) (10E9/L)
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0 1 2

Variable importance score

can we control the probability of 

making at least one false 

discovery? (FWER)

can we control the expected 

proportion of false discoveries 

among the discoveries? (FDR)

can we control the expected 

number of false discoveries? 

(PFER)

Quantify uncertainty

ML model
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1st step: Construct knockoffs (fake variables)

2nd step: Calculate a knockoff statistic 

3rd step: Calculate a threshold to control FDR

Quantifying uncertainty via knockoffs

... extensions to FWER, PFER



𝑋1, 𝑋2, 𝑋3, ෨𝑋1, ෨𝑋2, ෨𝑋3 =
d
( . , 𝑋2, 𝑋3, … , ෨𝑋2, ෨𝑋3)
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𝑋1 ෨𝑋1

𝑋1, 𝑋2, 𝑋3, ෨𝑋1, ෨𝑋2, ෨𝑋3 =
d
(𝑋1, … . , ෨𝑋1, )𝑋2, 𝑋3 ෨𝑋2, ෨𝑋3

Knockoff filters
▪ 1st step: construct knockoff variables 𝑋1 𝑋2 𝑋3 𝑋4 𝑋5 𝑋6 𝑋7 … 𝑋𝑝 ෨𝑋1 ෨𝑋2 ෨𝑋3 ෨𝑋4 ෨𝑋5 ෨𝑋6 ෨𝑋7 … ෨𝑋𝑝

LASSO 𝑊𝑗
LASSO = |𝑏𝑋𝑗 𝜆 | − | 𝑏 ෨𝑋𝑗

(𝜆)|

Random forests 𝑊𝑗
RF = |𝑍𝑋𝑗| − |𝑍 ෨𝑋𝑗

|
▪ 2nd step: calculate a knockoff statistic

𝑋1 𝑋2 𝑋3 𝑋4 𝑋5 𝑋6 𝑋7 … 𝑋𝑝 ෨𝑋1 ෨𝑋2 ෨𝑋3 ෨𝑋4 ෨𝑋5 ෨𝑋6 ෨𝑋7 … ෨𝑋𝑝 𝑌

ML model

▪ 3rd step: Calculate a threshold to control FDR, eg FDR = 0.30

|𝑊|

+++++ -+- --- +

t

FDP 𝑡 =
1 + 𝑗:𝑊𝑗 ≤ −𝑡

𝑗:𝑊𝑗 ≥ 𝑡
= 0.50



𝑋1, 𝑋2, 𝑋3, ෨𝑋1, ෨𝑋2, ෨𝑋3 =
d
( . , 𝑋2, 𝑋3, … , ෨𝑋2, ෨𝑋3)
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𝑋1 ෨𝑋1

𝑋1, 𝑋2, 𝑋3, ෨𝑋1, ෨𝑋2, ෨𝑋3 =
d
(𝑋1, … . , ෨𝑋1, )𝑋2, 𝑋3 ෨𝑋2, ෨𝑋3

Knockoff filters
▪ 1st step: construct knockoff variables 𝑋1 𝑋2 𝑋3 𝑋4 𝑋5 𝑋6 𝑋7 … 𝑋𝑝 ෨𝑋1 ෨𝑋2 ෨𝑋3 ෨𝑋4 ෨𝑋5 ෨𝑋6 ෨𝑋7 … ෨𝑋𝑝

LASSO 𝑊𝑗
LASSO = |𝑏𝑋𝑗 𝜆 | − | 𝑏 ෨𝑋𝑗

(𝜆)|

Random forests 𝑊𝑗
RF = |𝑍𝑋𝑗| − |𝑍 ෨𝑋𝑗

|
▪ 2nd step: calculate a knockoff statistic

𝑋1 𝑋2 𝑋3 𝑋4 𝑋5 𝑋6 𝑋7 … 𝑋𝑝 ෨𝑋1 ෨𝑋2 ෨𝑋3 ෨𝑋4 ෨𝑋5 ෨𝑋6 ෨𝑋7 … ෨𝑋𝑝 𝑌

ML model

▪ 3rd step: Calculate a threshold to control FDR, eg FDR = 0.30

|𝑊|

+++++ -+- --- +

t

FDP 𝑡 =
1 + 𝑗:𝑊𝑗 ≤ −𝑡

𝑗:𝑊𝑗 ≥ 𝑡
= 0.33



𝑋1, 𝑋2, 𝑋3, ෨𝑋1, ෨𝑋2, ෨𝑋3 =
d
( . , 𝑋2, 𝑋3, … , ෨𝑋2, ෨𝑋3)
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𝑋1 ෨𝑋1

𝑋1, 𝑋2, 𝑋3, ෨𝑋1, ෨𝑋2, ෨𝑋3 =
d
(𝑋1, … . , ෨𝑋1, )𝑋2, 𝑋3 ෨𝑋2, ෨𝑋3

Knockoff filters
▪ 1st step: construct knockoff variables 𝑋1 𝑋2 𝑋3 𝑋4 𝑋5 𝑋6 𝑋7 … 𝑋𝑝 ෨𝑋1 ෨𝑋2 ෨𝑋3 ෨𝑋4 ෨𝑋5 ෨𝑋6 ෨𝑋7 … ෨𝑋𝑝

LASSO 𝑊𝑗
LASSO = |𝑏𝑋𝑗 𝜆 | − | 𝑏 ෨𝑋𝑗

(𝜆)|

Random forests 𝑊𝑗
RF = |𝑍𝑋𝑗| − |𝑍 ෨𝑋𝑗

|
▪ 2nd step: calculate a knockoff statistic

𝑋1 𝑋2 𝑋3 𝑋4 𝑋5 𝑋6 𝑋7 … 𝑋𝑝 ෨𝑋1 ෨𝑋2 ෨𝑋3 ෨𝑋4 ෨𝑋5 ෨𝑋6 ෨𝑋7 … ෨𝑋𝑝 𝑌

ML model

▪ 3rd step: Calculate a threshold to control FDR, eg FDR = 0.30

|𝑊|

+++++ -+- --- +

t

FDP 𝑡 =
1 + 𝑗:𝑊𝑗 ≤ −𝑡

𝑗:𝑊𝑗 ≥ 𝑡
= 0.28
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Using knockoffs in clinical trial datasets
Target variable

𝑋1 𝑋2 𝑋3 𝑋4 𝑋5 𝑋6 𝑋7 … 𝑋𝑝 𝑌

Features

1st step: Construct knockoffs (fake variables)

2nd step: Calculate a knockoff statistic 

3rd step: Calculate a threshold to control FDR

prognostic markers
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From FS to predictive biomarker discovery

Gefitinib Carboplatin-paclitaxel 

EGFR

positive
EGFR

negative

A framework for 

discovering predictive 

biomarkers (eg EGFR), 

by controlling FDR

EGFR mutation is predictive ...

EGFR

EGFR: Epidermal Growth Factor Receptor
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From FS to predictive biomarker discovery

𝑌
1.128

-0.725

-0.107

0.791

0.233

-0.350

-0.849

-0.386

-1.324

-0.350

𝑇
1

0

1

0

1

0

1

0

1

0

𝑌(1)
1.128

?

-0.107

?

0.233

?

-0.849

?

-1.324

?

𝑌(0)
?

-0.725

?

0.791

?

-0.350

?

-0.386

?

-0.350

𝑌 1 − 𝑌(0)
?

?

?

?

?

?

?

?

?

?

𝑋1 𝑋2 … 𝑋𝑝
-0.300 0.416 … -0.328

-0.310 -0.568 … -0.396

-0.876 -1.689 … -2.554

0.308 0.804 … -0.515

-0.038 0.425 … -1.015

0.931 -1.041 … 0.818

-1.402 0.472 … -0.208

0.215 -0.513 … 1.822

0.425 -0.208 ⋮ -0.513

0.931 -1.041 … 0.818

𝑇 = 1

𝑇 = 0

𝑇 = 1 𝑇 = 0



Knockoffs for predictive biomarker discovery 
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▪ 1st step: Construct knockoffs – SAME AS BEFORE

▪ 2nd step: Calculate a knockoff statistic – NOVEL METHODS

▪ 3rd step: Calculate a threshold to control FDR – SAME AS BEFORE

𝒮Pred.: the actual set of predictive biomarkers

ℋ0
Pred.: the actual of non-predictive 

መ𝒮Pred. : the set of biomarkers selected as predictive
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Filter 1: Using LASSO regression coefficients of 
the treatment interaction terms
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Filter 2: Using importance scores derived from 
causal forest
Tree 1 Tree 2 Tree 3

Random forest - estimate 𝜇 𝑥𝑖 = 𝐸[𝑌| 𝑋 = 𝑥𝑖]

Causal forest – estimate 𝜏 𝑥𝑖 = 𝐸[ 𝑌 1 − 𝑌(0)|𝑋 = 𝑥𝑖],
known as conditional average treatment effect 



Simulation studies
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(a) Knockoff filters control FDR to the nominal value

(b) LASSO filter more powerful when there are 

only linear interactions between features

(c) CF filter more powerful when there are 

nonlinear interactions between features



❑ Psoriatic arthritis (PsA) is an inflammatory disease that affects many areas 

of the body and is associated with impaired physical function and poor QofL

❑ Cosentyx (secukinumab) is indicated for the treatment of adult patients with 

active psoriatic arthritis and has been tested in various clinical trials. 

❑ Four Phase III trials were analysed: FUTURE 2-5

❑ Primary endpoint is a binary composite score ACR50 in week 16, which 

considers the number of tender and swollen joints but also includes 

patient/physician global assessment as well as pain and functional ability.
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NVS case study: Psoriatic arthritis (PsA)

https://doi.org/10.1007/s40267-021-00814-5
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Predictive markers by controlling FDR = 20%
Better than overallWorse than overall

C-reactive protein

Age

Fatigue score

Sex

Body Surface Area

Psoriasis Nail Subset

Asymmetric Peripheral   

Polyarticular Arthritis  

Predictive markers
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Conclusions and future directions 

- Knockoffs provide a framework for ML based controlled discoveries

- Our work used knockoffs for controlled predictive biomarker identifications

- We are currently using that methods for omics based discoveries



Thank you


